Gene Expression Profiling of Gliomas Strongly Predicts Survival
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INTRODUCTION

Diffuse infiltrative gliomas are the most common malignant primary brain tumor. Gliomas are histologically defined based on whether they exhibit primarily astrocytic or oligodendroglial morphology, and are graded by cellularity, cytological atypia, necrosis, mitotic figures, and vascular proliferation, features associated with biologically aggressive behavior (1). This system of diagnosis has been developed over decades of experience and forms the cornerstone of neuro-oncology. Patient prognosis and therapeutic decisions rely on accurate pathological grading. It is largely reproducible, although substantial disagreement between neuropathologists can occur with respect to both type and grade (2–4), and the exact method of grading changes over time (5). Because it is based on morphology, a biological end state, it is limited in its ability to identify new potential treatment strategies.

Abundant evidence suggests the presence of unrecognized, clinically relevant subclasses of the diffuse gliomas, both with respect to their underlying molecular phenotype and their clinical response to therapy (6). It is also apparent from clinical response to a variety of treatment regimens that histologically identical tumors can behave in highly different manners (6). This can result in underpowered studies that fail to detect potentially promising new therapies (7). For instance, a small subset of patients can have a substantial response to irinotecan, whereas the majority of patients do not respond (8). These findings underscore the fact that histopathologic evaluation may not be sensitive to much of the variation in underlying biology. As oncologists move toward molecularly targeted therapies, identification of distinct molecularly defined subgroups becomes critical (9). To additionally clarify the underlying biology and to refine survival prognostication, adjunctive studies of tumor-associated genes such as the epidermal growth factor receptor (EGFR), tumor protein p53 (TP53), phosphatase and tensin homologue (PTEN), proliferation related Ki-67 antigen (Ki-67), murine double-minute 2 (MDM2), mut-s homologue 2 (MSH2), cyclin-dependent kinase inhibitor 2A (CDKN2A), sarcoma amplified sequence (SAS), and platelet-derived growth factor α (PDGFA) have been used (10–14). In general, individual gene/protein assays alone or in combination with histologic features are neither predictive of survival of glioma patients nor able to guide therapeutic decisions. Thus, although these genes may indeed play a role in the biology of gliomas, their utility as diagnostic markers is not yet clear, perhaps due to heterogeneity within the tumor groupings.

Microarray analysis offers the option of unbiased, quantitative, and reproducible tumor evaluation by simultaneously evaluating thousands of individual gene expression measurements. This approach has been applied to many different cancers including gliomas (9, 15–21). Unlike pathological evaluation, microarray analysis provides the means to describe the underlying variation in genetic composition of the tumors, allowing for novel tumor class identification and patient prognostication. Efforts at dissecting gliomas into more homogeneous groups with clear relationships to underlying molecular defects using microarrays have suggested that: (A) different types of gliomas have different gene expression profiles (20), (B) there is evidence for distinct molecular subsets of morphologically identical gliomas (9), and (C) a gene expression-based predictor more robustly correlates with survival than does histologic type (17).

This study addresses two central issues that remain outstanding: (i) the use of gene expression profiling to identify predictors of survival in gliomas that can be robustly applied across different institutions and technological platforms, and (ii) the identification of relevant subclasses of gliomas that behave as distinct prognostic groups and that contain transcriptional signatures that can be used to guide and develop new treatments. This is the broadest study of malignant gliomas to date and has resulted in the delineation of clear prognostic groups based on gene expression.
MATERIALS AND METHODS

Patient Selection and Inclusion Criteria. All patients undergoing surgical treatment at the University of California, Los Angeles for primary brain cancers between 1996 and 2003 were invited to participate in this Institutional Review Board-approved study. Of the patients participating in this broad protocol, 74 were analyzed as part of this study if their tumor was diagnosed as a grade III (n = 24) or IV (n = 50) glioma of any histologic type and fresh-frozen material was obtained. Only grade III and IV gliomas were included in this study, because the distinction between these grades is subtle and prone to misclassification. The time in days elapsed from resection to the day of death, or if the patient has remained alive, the time in days elapsed from resection to the current day was recorded for all of the samples studied. Patient ages at diagnosis varied from 18 to 82 years. There were 46 females and 28 males. A total of 11 repeat samples were available for 7 patients and included in the partial least squares/partition around medoids analysis, which used 85 total expression profiles. However, only survival data from the initial 74 resections were used in cox regression and survival prediction. Supplementary Table S1 lists demographic, treatment, and survival data of the patients and their samples.

Tissue Acquisition, RNA Extraction, and Gene Expression Array Analysis. Surgical resection was attempted on all of the patients. Tumor tissue removed, which was not required for diagnosis, was snap frozen in liquid nitrogen. Representative thin sections of the removed tissue were diagnosed and graded independently by two board-certified neuropathologists using World Health Organization criteria. Furthermore, tumors were centrally analyzed by a board certified neuropathologists (P. S. M.). RNA extraction was performed as described previously (9) and analyzed on both a spectrophotometer and Agilent 2100 Bioanalyzer (Agilent Technologies, Palo Alto, CA). Only samples with 28S/18S ratio of >1.5 and no evidence of ribosomal peak degradation were included.

Probes were prepared using standard Affymetrix protocols as described previously (9) and hybridized to Affymetrix HG-U133A and HG-U133B arrays (Affymetrix, Santa Clara, CA). All of the microarrays were examined for surface defects, grid placement, background intensity, housekeeping gene expression, and 3 prime/5 prime ratio of probe sets from genes of varying length (signal 3′/5′ ratio <3). Four percent of arrays failed quality check on one of these points and were repeated successfully on the second attempt.

Real-time Quantitative Reverse Transcription-PCR. Two micrograms of total RNA were used in a reverse transcription reaction (volume 100 μL) using MultiScribe Reverse Transcriptase (Applied Biosystems, Foster City, CA). Real-time PCR was carried out with MJ Opticon PCR Analyzer (MJ Research Inc., Waltham, MA) using SYBR Green PCR Core Reagents (Applied Biosystems Technology). The reactions were cycled 30 times [50°C, 2 minutes and 95°C, 10 minutes, (94°C, 15 seconds; 60°C, 1 minute; and 72°C, 1 minute)] with fluorescence measurements every 15 seconds at the end of each cycle to construct an amplification curve. A melting curve was performed at the end of amplification cycles to verify the specificity of the PCR products. All of the determinations were performed in duplicate. Sixteen genes identified in our screen were selected to validate the microarray results. Supplementary Fig. S1 lists the genes and primers used.

Statistical Analysis. Microarray Suite 5.0 was used to define absent/present calls and generate cel files using the default settings. Data files (cel) were uploaded into the dCHIP program (22) and normalized to the median intensity array. Quantification was performed using model-based expression and the perfect match minus mismatch method in dCHIP. Probe sets were initially filtered to select for a coefficient of variation >0.2 with at least 10% of the samples having an expression intensity >500. This yielded 8,011 probe sets, which contain most of the variation in gene expression information across all of the samples. There were 5,826 probe sets from the HG-U133A array and 2,185 probe sets from the HG-U133B array.

The Kaplan-Meier method was used to estimate the survival distributions (23). Log rank tests were used to test the difference between stratified survival groups. To assess which covariates affect survival, we used multivariable Cox proportional hazard models (24). The proportional hazard assumption was tested using scaled Schoenfeld residuals. For each covariate, the relative hazard rate and the associated P values were examined. For all of the analyses, a P < 0.05 was accepted as significant. Statistical analyses were carried out with the freely available software packages R.

The straightforward implementation of partial least squares (SIMPLS) procedure with 8 components was used for supervised dimension reduction using survival outcomes in R (25). Because the SIMPLS approach cannot deal with censored survival outcomes directly, we replaced the survival times by the deviance residuals that result from fitting an intercept only Cox regression model. The deviance residual, which is a symmetrized version of a martingale residual, is a measure of “excess” death (26). When using partial least squares to predict the deviance residual in a test set, it can be interpreted as a measure of hazard. We used the partial least squares procedure in conjunction with partition around medoids clustering (27) to group all 85 of the tumors into two major clusters. We used the Euclidean distance in hierarchical and partition around medoids clustering. To visualize the data, we used classical multidimensional scaling, which takes as input a distance matrix between samples and returns a set of points in a lower dimensional space such that the distances between the points are approximately equivalent to the original distances (28).

RESULTS

High-Grade Gliomas Sampled in This Study Are Typical. To assess the association between grade and survival, we plotted Kaplan-Meier survival curves of the patients entered in this study partitioned by histologic grade (III or IV; Fig. 1A). Patients with grade III tumors had a median survival of 4.8 years, whereas patients with grade IV tumors had a median survival of 293 days. These results are consistent with the literature (2, 29) and confirm that histologic grade is a good predictor of survival ($P = 9.3 \times 10^{-5}$). Similarly, as expected, younger age was also associated with longer patient survival ($P = 0.026$). A multidimensional scaling plot of all 74 of the initial tumors using the 8,011 most variable genes indicates that whereas there is some aggregation of the tumors by grade, the tumors types as defined by pathological grade or histology are not well distinguished by an unselected set of genes (Fig. 1B). The majority of patients received radiation therapy and chemotherapy regimens per standard protocols. There was no difference in the frequency of different types of chemotherapy regimens between the identified groups. Thus, therapeutic regimens do not confound the results presented here.

Global Gene Expression Classifiers Outperform Histopathology in Survival Prediction. To begin developing a gene expression-based predictor of high-grade gliomas, we first sought to determine which probe sets correlated with survival and were able to group the
85 tumors into two distinct survival groups. We used partial least squares regression to arrive at eight components that explain 96% of the variation in survival time. We used these components in conjunction with partition around medoids clustering to group the samples into two prognosis-related gene expression-based groups: a good prognosis group entitled survival cluster group 1 and a poor prognosis group entitled survival cluster group 2. Kaplan-Meier plots of these two major groups show that survival cluster group 1 had a median survival of 4.8 years, whereas survival cluster group 2 had a median survival of 237 days (log rank $P = 2.1 \times 10^{-8}$; Fig. 2). Furthermore, there was substantial regrouping of the histology defined groups. Survival cluster group 1 contained 10 glioblastomas, 7 anaplastic astrocytomas, 6 anaplastic oligodendrogliomas, and 6 anaplastic mixed oligoastrocytoma samples. The survival cluster group 2 group contained 40 glioblastomas, 1 anaplastic astrocytoma, 3 anaplastic oligodendrogliomas, and 1 anaplastic mixed oligoastrocytoma samples. A multidimensional scaling plot of the first two partial least squares components shows separation of the two survival groups (Fig. 2B).

Model validation was performed to determine whether gene expression data contained survival predictive information that was distinct from the prediction embedded within histologic grade. Univariate and multivariate Cox regression analysis was used in fitted and validated models (Table 1). Univariate Cox regression analysis evaluating grade, age, gender, and microarray expression-based predictors (survival cluster), and multivariate Cox regression analysis evaluating survival cluster grade and survival cluster age were performed. The fitted univariate Cox regression model encompassing 74 samples revealed that survival cluster outperformed histologic grade prediction, with fitted $P$ of $5.7 \times 10^{-7}$ and $2.6 \times 10^{-4}$ for survival cluster and grade, respectively. To protect against overfitting, internal model validation was performed by randomly splitting two thirds of the data into training sets and one third into test data sets, thereby creating a validated model. The splitting was done in a way to preserve the ratio of grade III and grade IV patients in each data set. A partial least squares model of survival was fitted in the training data set. This training model was used to predict a microarray gene expression-based hazard score survival cluster in the test data. One-sided Wald test $P$ values were recorded for each of the covariates. The random splitting into training and test data was repeated 50 times and the results averaged to define a validated $P$ value (Table 1). This analysis showed that the microarray-based information was superior at predicting survival to histologic grading. The validated $P$ value of survival cluster was 0.0035, the grade validated $P$ value was 0.05, and the multivariate validated $P$ values of grade and survival cluster were 0.38 and 0.029, respectively. Thus, when including both predictors in a Cox model, grade becomes insignificant at the 0.05 significance level. Thus, the gene expression information is a stronger predictor of survival than patient age or histologic grade. Indeed, patient age and grade are not independent predictors of survival in the context of gene expression classification.

### Table 1: Significance of univariate and multivariate Cox regression analysis in fitted and validated models

<table>
<thead>
<tr>
<th>Covariates in the model</th>
<th>Covariate</th>
<th>Hazard ratio</th>
<th>Fitted $P$ value</th>
<th>Validated $P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade</td>
<td>Grade</td>
<td>$4.00$</td>
<td>$2.6 \times 10^{-4}$</td>
<td>$0.05$</td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
<td>$1.03$</td>
<td>$2.6 \times 10^{-3}$</td>
<td>$0.08$</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender</td>
<td>$0.66$</td>
<td>$0.174$</td>
<td>$0.44$</td>
</tr>
<tr>
<td>SC</td>
<td>SC</td>
<td>$7.03$</td>
<td>$5.7 \times 10^{-7}$</td>
<td>$3.5 \times 10^{-3}$</td>
</tr>
<tr>
<td>SC, grade</td>
<td>SC, grade</td>
<td>$5.26$</td>
<td>$1.1 \times 10^{-4}$</td>
<td>$0.029$</td>
</tr>
<tr>
<td>SC, age</td>
<td>SC, age</td>
<td>$1.85$</td>
<td>$0.144$</td>
<td>$0.38$</td>
</tr>
<tr>
<td>Age</td>
<td>Age</td>
<td>$1.01$</td>
<td>$0.216$</td>
<td>$0.39$</td>
</tr>
</tbody>
</table>

NOTE. The fitted hazard ratios and fitted $P$ values are obtained by univariate and multivariate Cox regression analysis using 74 tissue samples with the covariates of age, grade, gender, and SC. SC is a two group classifier based PLS/PAM of the microarray data. Internal model validation was performed by splitting the data into training and test sets, and calculating validated $P$ values. The directions of the hazard ratios are as follows: grade, grade IV versus grade III; age, older versus younger; gender, female versus male; SC, SC2 versus SC1.

Abbreviations: SC, survival cluster; PLS, partial least squares; PAM, partition around medoids.

**Genetic Heterogeneity of High-Grade Gliomas Revealed by Hierarchical Clustering.** Whereas the survival cluster group 1 versus survival cluster group 2 grouping is strong and shows that a gene expression-based classification can perform well relative to current clinical predictors of survival, it would be difficult to use this information clinically, because it relies on data from 8,011 probe sets. Furthermore, this information is limited, because biological inferences from partial least squares analysis of the gene expression data are not obvious. To reduce the scale of genes identified and select the most strongly correlated genes, we selected genes with fold difference between survival cluster group 1 and survival cluster group 2 ($>2$-fold) and significance (two-sided $t$ test $P < 0.01$). Gene expression values from probe sets with absolute difference between the mean of the groups that were <100 (10$^{10}$th percentile) were removed to reduce noise. This selection resulted in the identification of 595 probe sets. Of the probe sets, 397 were from the HG-U133A array, and 198 were from the HG-U133B array (Supplementary Table S2). This set of genes is termed the prediction set.

Hierarchical clustering of the samples with the prediction set reveals four dominant clusters of tumors defined by four groups of probe sets (Fig. 3). To characterize the four groups we performed gene ontology classification of the gene clusters that define each hierarchical cluster group through the EASE program (30). The longer survival group was named hierarchical cluster 1A and is defined by overexpression of genes involved in neurogenesis ($P = 0.013$). Tumor members of hierarchical cluster 1A were almost exclusively from survival cluster group 1. Hierarchical cluster 1B was defined by overexpression of genes involved in synaptic transmission ($P = 1.1 \times 10^{-4}$) and is clearly heterogeneous, because tumors in this group were equally derived from survival cluster group 1 and survival cluster group 2. Hierarchical cluster 2A and hierarchical cluster 2B contained most of the higher-grade tumors (previously grouped as survival cluster group 2). Hierarchical cluster 2A is defined by overexpression of genes involved in mitosis ($P = 7.3 \times 10^{-16}$). Hierarchical cluster 2B is defined by overexpression of extracellular matrix components and regulators ($P = 1.95 \times 10^{-15}$). The lower red/green
Expression diagram of Fig. 3 represents select genes examined previously in gliomagenesis and their relationship to the described hierarchical cluster groups.

**Description of a 44 Gene List That Robustly Classifies Gliomas into Prognostic Groups.** To define a robust list of genes for additional assay development that can determine individual tumor membership to the four hierarchical clustering groups, individual-named genes were rank ordered by pair-wise comparison between each hierarchical cluster group and all of the other samples. A balanced list of 44 of the most strongly and consistently differentially expressed genes that best define the hierarchical groups was identified (Table 2). The list of genes was determined by rank ordering all of the genes identified that minimally had a fold change >2, mean expression difference >100, and by P value (maximum P = 0.01, hierarchical clustering group of overexpression versus other three groups). Eleven named genes highly overexpressed in each group were selected to balance the gene lists. Using this gene list a simple gene voting protocol was developed that compared the signal intensity of the voting gene to the mean expression value over the entire study. If the value of the signal intensity of the voting gene was greater than the study mean, a single positive vote was made, and if the signal intensity of the voting gene was lower than the study mean, a zero vote was made. The sum of the individual gene votes was tallied for each hierarchical cluster, and this total was divided by the number of voting genes for that particular hierarchical cluster group to arrive at a percentage of positive group-specific voting genes. The classification of the sample was determined by the hierarchical cluster with the largest percentage of genes with positive votes. Using this gene voting protocol, tumor samples were assigned to one of the four major hierarchical groups. Voting profiles from representative tumor sample from each of the four hierarchical groups are presented in Fig. 4. Kaplan-Meier plots of the hierarchical cluster groups and the gene voting groups parallel each other (Fig. 5). Fig. 5A depicts the Kaplan-Meier survival analysis of the hierarchical groups as determined by 595 gene hierarchical clustering (log rank P = 0.00011). Kaplan-Meier plots for each of these gene expression-defined groups based on hierarchical cluster membership indicate that membership in hierarchical cluster 1A strongly predicts a favorable prognosis relative to the other groups (log rank P = 7 × 10⁻⁶). Hierarchical cluster 2A and hierarchical cluster 2B strongly predict poor patient survival. In ag-

---

**Fig. 3.** Hierarchical clustering dendogram of 74 gliomas with 595 genes significantly different between survival cluster group 1 and survival cluster group 2; 595 genes identified as significantly different between survival cluster group 1 and survival cluster group 2 were used for unsupervised hierarchical clustering of tumor specimens and genes. Gliomas are listed across the top by tumor identification number and are joined by a dendrogram. Tumors are also identified by group membership. Grade indicates grade III histology (blue) or grade IV histology (red). SC indicates membership in initial survival cluster analysis survival cluster group 1 (white, n = 29) or survival cluster group 2 (black, n = 45). Group membership by hierarchical clustering (HC) is indicated by a colored bar: hierarchical cluster 1A (yellow, n = 20), hierarchical cluster 1B (green, n = 18), hierarchical cluster 2A (blue, n = 13), and hierarchical cluster 2B (red, n = 23). The upper red/green expression diagram shows expression data from the 595 survival associated probe sets, indicating strong clustering into four classes corresponding to hierarchical cluster 1A, hierarchical cluster 1B, hierarchical cluster 2A, and hierarchical cluster 2B. Log 2-fold intensities and color relationships are at the bottom. Hierarchical cluster classification of genes is indicated along the right edge for the gene clusters. The lower red/green expression diagram represents genes examined previously and associated with gliomagenesis. From top to bottom the genes are vascular endothelial growth factor receptor (FLT1; ref. 39), osteosarcoma amplified 9 (OS9; ref. 47), SAS (48), glioma associated oncogene (GLI; ref. 49), CDKN2A (50), cyclin dependent kinase 4 (CDK4; ref. 48), osteosarcoma amplified 4 (OS4; ref. 51), cyclin D1 (CCND1; ref. 52), hepatocyte growth factor receptor (MET; ref. 33), hepatocyte growth factor (HGF; ref. 53), murine double minute 4 (MDM4; ref. 54), TP53 (55), proliferating cell nuclear antigen (PCNA; ref. 56), Ki67 (12), survivin (BIRC5; ref. 57), glioma associated-kruppel family member 2 (GLI2; ref. 58), v-AKT murine thymoma viral oncogene homologue 1 (AKT; ref. 59), PDGFA (60), insulin-like growth factor binding protein 2 (IGFBP2; ref. 61), vascular endothelial growth factor (VEGF; ref. 39), epidermal growth factor receptor (EGFR; ref. 62), nestin (NES; ref. 63), glial fibrillary acidic protein (GFAP; ref. 64), and MDM2 (51).
Table 2. The top 44 genes that distinguish the major clusters of gliomas amenable to evaluation by immunohistochemistry

<table>
<thead>
<tr>
<th>Probeset</th>
<th>Title</th>
<th>Gene symbol (ref.)</th>
<th>HC group</th>
<th>Gene ontology category determined by EASE</th>
</tr>
</thead>
<tbody>
<tr>
<td>205289_at</td>
<td>Bone morphogenetic protein 2</td>
<td>BMP2 (31)</td>
<td>HC1A</td>
<td>Neurogenesis</td>
</tr>
<tr>
<td>222898_s_at</td>
<td>Delta-like 3</td>
<td>DLL3</td>
<td>HC1A</td>
<td>Neurogenesis</td>
</tr>
<tr>
<td>204225_at</td>
<td>Histone deacetylase 4</td>
<td>HDAC4</td>
<td>HC1A</td>
<td>Neurogenesis</td>
</tr>
<tr>
<td>204273_at</td>
<td>Endothelin receptor type B</td>
<td>EDNRB</td>
<td>HC1A</td>
<td>Neurogenesis</td>
</tr>
<tr>
<td>219743_at</td>
<td>Hairy/ enhancer-of-split related</td>
<td>HEY2</td>
<td>HC1A</td>
<td>Neurogenesis</td>
</tr>
<tr>
<td>214680_at</td>
<td>Neurotrophic tyrosine kinase receptor type 2</td>
<td>NTTR2</td>
<td>HC1A</td>
<td>Neurogenesis</td>
</tr>
<tr>
<td>209981_at</td>
<td>Ortholog of rat pippin</td>
<td>PIPPN</td>
<td>HC1A</td>
<td>Unclassified</td>
</tr>
<tr>
<td>210815_s_at</td>
<td>Calcitonin receptor-like</td>
<td>CALCRL</td>
<td>HC1A</td>
<td>Signal transducer</td>
</tr>
<tr>
<td>221204_at</td>
<td>Cartilage acidic protein 1</td>
<td>CRTA1</td>
<td>HC1A</td>
<td>Cell adhesion</td>
</tr>
<tr>
<td>207145_at</td>
<td>Growth differentiation factor 8</td>
<td>GDF8</td>
<td>HC1A</td>
<td>Organo genesis</td>
</tr>
<tr>
<td>205874_at</td>
<td>Inositol 1,4,5-trisphosphate 3-kinase A</td>
<td>IP3K</td>
<td>HC1B</td>
<td>Signal transduction</td>
</tr>
<tr>
<td>204338_s_at</td>
<td>Regulator of G-protein signalling 4</td>
<td>RGS4(32)</td>
<td>HC1B</td>
<td>Calmodulin binding</td>
</tr>
<tr>
<td>203998_s_at</td>
<td>Synaptotagmin I</td>
<td>SYTI</td>
<td>HC1B</td>
<td>Synaptic vesicle</td>
</tr>
<tr>
<td>203798_s_at</td>
<td>Vismind-like</td>
<td>VSNL1</td>
<td>HC1B</td>
<td>Calcium ion binding</td>
</tr>
<tr>
<td>207853_s_at</td>
<td>Synuclein, β</td>
<td>SNCB</td>
<td>HC1B</td>
<td>Enzyme inhibitor</td>
</tr>
<tr>
<td>227053_at</td>
<td>Protein kinase C casein kinase substrate in neurons 1</td>
<td>PAKSIN1</td>
<td>HC1B</td>
<td>Phosphoprotein inhibitor</td>
</tr>
<tr>
<td>204467_s_at</td>
<td>Synuclein, α</td>
<td>SNCA</td>
<td>HC1B</td>
<td>Development</td>
</tr>
<tr>
<td>206162_s_at</td>
<td>Synaptogamin V</td>
<td>SYT5</td>
<td>HC1B</td>
<td>Synaptic vesicle</td>
</tr>
<tr>
<td>224650_at</td>
<td>Mal, T-cell differentiation protein 2</td>
<td>MAL2</td>
<td>HC1B</td>
<td>Integral membrane</td>
</tr>
<tr>
<td>203510_at</td>
<td>Met proto-oncogene</td>
<td>MET (33)</td>
<td>HC2A</td>
<td>Cell proliferation</td>
</tr>
<tr>
<td>201292_at</td>
<td>Topoisomerase II α</td>
<td>TOP2A (34)</td>
<td>HC2A</td>
<td>Mitosis</td>
</tr>
<tr>
<td>202410_s_at</td>
<td>Insulin-like growth factor 2</td>
<td>IGF2 (35)</td>
<td>HC2A</td>
<td>Cell cycle/cell proliferation</td>
</tr>
<tr>
<td>203213_at</td>
<td>Cell division cycle 2</td>
<td>CDC2 (36)</td>
<td>HC2A</td>
<td>Mitosis</td>
</tr>
<tr>
<td>209464_at</td>
<td>Serine/threonine kinase 12</td>
<td>STK12 (65)</td>
<td>HC2A</td>
<td>Cell cycle/cell proliferation</td>
</tr>
<tr>
<td>209714_s_at</td>
<td>Cyclin-dependent kinase inhibitor 3</td>
<td>CDK3</td>
<td>HC2A</td>
<td>Mitosis</td>
</tr>
<tr>
<td>202107_s_at</td>
<td>Microinhibitor maintenance deficiency 2</td>
<td>MCM2(66)</td>
<td>HC2A</td>
<td>Mitosis</td>
</tr>
<tr>
<td>202995_s_at</td>
<td>Survivin</td>
<td>BIRC5 (57)</td>
<td>HC2A</td>
<td>Mitosis</td>
</tr>
<tr>
<td>203554_s_at</td>
<td>Pim1-induced tumor-transforming 1</td>
<td>PTTG1</td>
<td>HC2A</td>
<td>Mitosis</td>
</tr>
<tr>
<td>209172_s_at</td>
<td>Centromere protein F</td>
<td>CENPF (37)</td>
<td>HC2A</td>
<td>Mitosis</td>
</tr>
<tr>
<td>201438_at</td>
<td>Collagen, type VI, α3</td>
<td>COL6A3 (37)</td>
<td>HC2B</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>201508_at</td>
<td>Insulin-like growth factor binding protein 4</td>
<td>IGFBP4(37)</td>
<td>HC2B</td>
<td>Extracellular</td>
</tr>
<tr>
<td>203851_at</td>
<td>Insulin-like growth factor binding protein 6</td>
<td>IGFBP6</td>
<td>HC2B</td>
<td>Extracellular</td>
</tr>
<tr>
<td>215446_s_at</td>
<td>Lysyl oxidase</td>
<td>LOX</td>
<td>HC2B</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>205266_at</td>
<td>Cholinergic differentiation factor</td>
<td>LIF (67)</td>
<td>HC2B</td>
<td>Extracellular</td>
</tr>
<tr>
<td>201110_s_at</td>
<td>Thrombospondin 1</td>
<td>THBS1(38)</td>
<td>HC2B</td>
<td>Extracellular</td>
</tr>
<tr>
<td>201505_at</td>
<td>Lammin β1</td>
<td>LAMB1</td>
<td>HC2B</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>203186_s_at</td>
<td>S100 calcium binding protein A4</td>
<td>S100A4 (40)</td>
<td>HC2B</td>
<td>Morphogenesis/development</td>
</tr>
<tr>
<td>209335_at</td>
<td>Decorin</td>
<td>DCN (41)</td>
<td>HC2B</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>208949_s_at</td>
<td>Galectin 3</td>
<td>LGALS3</td>
<td>HC2B</td>
<td>Extracellular/cell adhesion</td>
</tr>
<tr>
<td>210522_s_at</td>
<td>Vascular endothelial growth factor</td>
<td>VEGF (39)</td>
<td>HC2B</td>
<td>Extracellular/cell adhesion</td>
</tr>
<tr>
<td>212464_s_at</td>
<td>Fibronectin 1</td>
<td>FN1 (41)</td>
<td>HC2B</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>203936_s_at</td>
<td>Matrix metalloproteinase 9</td>
<td>MMP9 (68)</td>
<td>HC2B</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>202921_s_at</td>
<td>Matrix Glia protein</td>
<td>MGP(37)</td>
<td>HC2B</td>
<td>Extracellular matrix</td>
</tr>
<tr>
<td>202718_s_at</td>
<td>Insulin-like growth factor binding protein 2</td>
<td>IGFBP2 (67)</td>
<td>HC2B</td>
<td>Extracellular</td>
</tr>
</tbody>
</table>

Abbreviation: HC, hierarchical clustering.

Confirmation of Microarray Results with Reverse Transcription-PCR. Twenty six tumor samples representing characteristic members of each hierarchical cluster group (hierarchical cluster 1A, n = 7; hierarchical cluster 1B, n = 6; hierarchical cluster 2A, n = 7; hierarchical cluster 2B, n = 6) were evaluated by reverse transcription-PCR for 16 genes. The selected 16 genes were composed of four from each hierarchical cluster group and include BMP2 (31), DLL3, HDAC4, EDNRB, IP3K, RGS4 (32), SYT1, VSNL1, MET (33), TOP2A (34), IGF2 (35), CDC2 (36), COL6A3, IGFBP4 (37), LOX, and THBS1 (38). The mean Pearson correlation coefficient between microarray quantification and reverse transcription-PCR quantification was 0.89. Graphs of expression measurements determined by microarray and real-time reverse transcription-PCR are shown in Supplemental Fig. 1 for DLL3, SYT1, TOP2A, and COL6A3.

Gene Expression Based Survival Predictors Are Supported by Analysis of an Independent and External Data Set. A validation dataset was obtained from an independent analysis of gene expression in a series of 50 glioblastoma and anaplastic oligodendroglioma tumors (17). These tumors were analyzed on a distinct array platform (U95A), which surveys 12,626 probesets. We were able to identify matches to 344 probesets of the 595 probesets used in our U133 based predictor. The image files (cel) were reanalyzed to quantify and normalize gene expression values in the same fashion as our U133 data. Using the 344 probesets we used partition around mediods clustering to divide the patients into two distinct survival associated groups (P = 6.1 × 10⁻⁵). The gene expression predictor proposed here significantly outperformed the initial histopathology grading classification (P = 0.007) used in the initial study strongly validating the prognostic power of the prediction set defined here (17). Furthermore, we find that each tumor strongly groups within a gene expression-based group. This dataset strongly supports the reproducibility of the prediction set of 595 genes to group gliomas based on microarray gene expression data into four meaningful and reproducible survival groups and to show a gene expression-based predictor as a rigorous means to classify gliomas.

DISCUSSION

We have performed large-scale gene expression analysis of all histologic types of high-grade gliomas to develop a robust gene expression-based, histology-independent classification scheme. The process of selecting genes capable of separating tumors into good and poor prognosis groups proved to be robust as judged by an independent dataset. This gene expression-based predictor provides insights into glioma biology and heterogeneity and may develop into a useful
clinical tool. There are at least four classes of diffuse infiltrative gliomas, which are distinct based on the set of genes overexpressed in the tumors. The set of genes that are overexpressed provides key insights and leads for targeted molecular therapies.

High-grade gliomas are characterized by extensive diffuse local and distant infiltration into normal brain tissue, which contributes to the difficulty of treating high-grade gliomas. Among the poor survival clusters, group hierarchical cluster 2B is defined by overexpression of a set of extracellular matrix-related genes, and membership in this group is strongly correlated with poor patient survival. Overexpression of genes involved in matrix structural components, assembly, and modifications may facilitate local invasion and migration of hierarchical cluster 2B tumors through the central nervous system. Extracellular-associated growth factors or modulators are similarly increased in this group including vascular endothelial growth factor (39), IGFBP4 (37), and IGFBP6. In general the inferences from this large-scale expression study support and extend earlier, more focused analyses in gliomas. Overexpressed tumor-associated proteins include S100A4 (40), TGFβ1, and MBP1. Extracellular components have been shown to be differentially expressed in gliomas and culture gliomas (41). MGP has been identified previously in large-scale expression studies and may also play a role in glial tumor development. These results, along with previous studies demonstrating the potential for stem cells within tumors and that tumors of one morphologic phenotype can differentiate into a different morphologic phenotype under growth factor exposure (43–45) suggest important areas for future study. Frequency of treatment, both chemotherapeutic and radiation, was examined for all of the hierarchical cluster groups, and there were no substantial differences.

Chromosome 1p/19q loss has been detected in oligodendrogliomas and associated with better survival (46). To address the impact of this favorable prognostic group, 1p and 19q loss was assessed by loss of heterozygosity. 1p/19q loss was not frequently detected in our sample set: 2 of 11 anaplastic oligodendroglioma specimens (from 9 patients),
1 of 8 anaplastic astrocytoma, and 1 of 7 anaplastic mixed oligoastrocytoma were identified with 1p/19q loss. There was a trend toward longer survival in those patients with anaplastic gliomas that harbor a 1p/19q loss; however, the power to detect any survival differences based on this specific deletion is low due to the small number of samples. The predictor set presented here is not impacted by presence of the 1p/19q loss, and it is possible that 1p/19q loss is an independent predictor of prognosis.

The strong correlation of microarray gene expression measurements to reverse transcription-PCR measurements highlights the accuracy of current high-density oligonucleotide arrays to quantify gene expression. Furthermore, data from 50 tumors analyzed previously by others on U95A arrays confirm the reliability of the groupings and support that group membership is strongly able to predict patient survival. In both sample sets, tumors were sorted into groups with stronger prognostic information than histologic grading using either hierarchical clustering or a selected gene voting list. This is remarkable and implies that gene expression-based predictors are robust, can be consistently applied at multiple institutions and array platforms, and can still retain information about survival prediction. This is true whether evaluating the principal partial least squares components whether evaluating the principal partial least squares components or the expression of the 44 voting genes. Thus, the approaches demonstrated here are efficient at gene expression profiling of gliomas in both sample sets, tumors were sorted into groups with stronger prognostic information than histologic grading using either hierarchical clustering or a selected gene voting list. This is remarkable and implies that gene expression-based predictors are robust, can be consistently applied at multiple institutions and array platforms, and can still retain information about survival prediction. This is true whether evaluating the principal partial least squares components or the expression of the 44 voting genes.
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